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Abstract. Methods for absolute calibration of visible and near-infrared sensors 
using ocean and cloud views have been developed and applied to channels 1 (red) 
and 2 (near-infrared) of the Advanced Very High Resolution Radiometer 
(AVHRR) for the NOAA-7. -9 and -I I satellites. The approach includes two 
steps. First step is intercalibration between channels 1 and 2 using high altitude 
(12 km and above) bright clouds as ‘white’ targets. This cloud intercalibration is 
compared with intercalibration using ocean glint. The second step is an absolute 
calibration of channel 1 employing ocean off-nadir view (40-70’) in channels 1 
and 2 and correction for the aerosol effect. In this process the satellite measure- 
ments in channel 2, corrected for water vapour absorption are used to correct 
channel 1 for aerosol effect. The net signal in channel ! composed from the 
predictable Rayleigh scattering component is used to calibrate this channel. The 
result is an absolute calibration of the two AVHRR channels. NOAA-9 channels 
1 and 2 show a degradation rate of 8.8 per cent and 6 per cent. respectively, 
during 1985-1988 and no further degradation during 1985-1989 period. NOAA- 
I I shows no deeradation during the 1989 mid 1991 period. This trend is similar 
to the ca!ibrati&l trend obtained using desert site observations. the absolute 
calibration found in this work for both sensors is lower by 17 to 20 per cent 
(suggesting higher degradation) from the absolute calibration of Abel er al. (1993. 
Journal of‘ Atmospheric und Ocean Technoloyy, 10, 493-508). that used aircraft 
measurements. Furthermore we show that application of the calibration of Abel 
et al. or the present one for remote sensing of aerosol over Tasmania. Australia 
failed to predict correctly the aerosol optical thickness measured there. The only 
way to reconcile all these differences is by allowing for a shift of 17nm towards 
longer wavelengths of the AVHRR channel I effective wavelength. We show that 
with this shift, we get an agreement between the two absolute calibration 
techniques (i3 per cent), and both of them do predict correctly the optical 
thickness in the two channels (+0.02). Recent work in preparation for publica- 
tion (Vermote et al., 1995, in preparation) indicates that this shift is due to an out 
of band transmission (6 per cent at 900nm) for AVHRR channel I previously 
unidentified. 

1. Introduction 
Quantitative applications of Advanced Very High Resolution Radiometer 

(AVHRR) data on board the National Oceanographic and Atmospheric Adminis- 

tration (NOAA) satellites for remote sensing of vegetation dynamics (Justice rt ul. 



19X5. Tucker and Scllcrs INS, Holbcn 1086). transp~~rt of’ pollution ;~nd ~rnokc 
;~a~osoI pnrticlcs (K;~ufman c/ trl. IWO. Holhcn CJI trl. IW2) and r.;~cli;~~ivc: propcrrich 
of clwds (;\rking and Ch~ltls I WS. (‘oxklcy ~‘1 tr/. IW7. K;~ul’m;~n :tnd N:tkajinta 
1993) require accurate rxiiomctric calibration. TIIC ,AVHRR does not II;IL.C any on 
hoard calibration capability for the visible and near-infrarccl channels. Its design :~nd 
launch environment was not structured to m;tintain stablc calibration (Mekler and 

Kaufman 1995). As ;I result. calibration of the AVHRR has been an area of growing 
concern in the scientitic community for the past few years. Several methods for both 
relative and absolute in-Hight calibrations have been developed. The methods for 
relative calibration use AVHRR observations of surface targets with stable though 
unknown retlectivity. monitoring the change of the calibration as a function of time 
and transferring it from one AVHRR sensor to another (Holben rt (11. 1990. Staylor 

1990. Rao et trl. 1993). 
Methods for absolute calibration are based on AVHRR measurements ot 

radiances above II surt’xe target (land or water) and simultaneous measurements of 
the combined surface and atmospheric reflectance from high flying aircraft (Smith t~f 
ul. 1988, Abel rf al. 1993) or measurements of the surface reflectance and the 
atmospheric optical properties (Koepke 1982, Frouin and Gautier 1987. Teillet rf (11. 
1990. Mitchell et al. 1992). Even though the pre-flight calibration was well 
documented (Price 1987, 1988). possible changes in the calibration during the long 
storage before launch and due to the trauma during the launch (Mekler and 
Kaufman 1995) require detailed absolute calibration during the flight. Since these 
absolute calibrations require aircraft operations or field measurements. they are 
expensive and cannot be performed on a frequent basis. Calibrations over the land 

using simultaneous measurements of the surface reflectance from the AVHRR and 
from aircraft or surface-based observations are affected by uncertainties in the 
calibration of the instruments that are used to calibrate the satellite sensor. The 
registration of the surface targets that are observed simultaneously by the satellite 
and the aircraft or field instruments is difficult and causes uncertainties (Abel et ~1. 
1993). Differences in the view direction and uncertainty in the surface bidirectional 

reflectance can cause additional errors. 
An alternative approach for absolute calibration. that does not require aircraft 

or field measurements, was developed by Fraser and Kaufman ( 1986) for the Visible 
Infrared Spin Scan Radiometer (VISSR) carried on the geostationary satellites 
GOES-S and -6. This approach is based on the large contribution of molecular 
scattering over the ocean to the radiance detected by the satellite for slant vieu 
directions. For the effective wavelength of the VlSSR of 0.61 /lrn, molecular 

scattering contributes to 80 per cent of the signal. The rest of the radiance is due to 
aerosol scattering, glint reflection of sky light. underwater reflectance and attenua- 
tion by ozone absorption. These perturbations in the radiance were estimated using 
climatology. The method clearly showed the instability of the manually tuned gains 
of GOES-5 and the stability of the calibration of GOES-6 that was found to be very 
close to the pre-Hight values. Kaufman and Holben (1993) applied this method in a 
similar fashion to the AVHRR band I with an effective wavelength of 0.63 pm. The 
results were not as clearly successful as for the GOES calibration. The lower 
molecular scattering for the slightly higher wavelength and the smaller number of 
measurements used for large view directions resulted in larger dependence on the 
uncertainty in the aerosol optical thickness and larger noise in the calibration. Small 
variations in the aerosol optical thickness of Ar,= _+045 can cause a 10 per cent 



error in the calibration. In this paper, the calibration technique for the AVHRR 
using radiances over the simulmneous use of AVHRR ch;~nnels I and 1 over the 
ocean and over high bright CIOLICIS to derive the AVHRR calibration of channels l 

and 7 simultaneously with the detcrminalion of the aerosol loading. High. bright 
clouds over the oceans are introduced AS a spectrally neutr;tI rrtlector to intercali- 
brata channels I and 2. one relative to the other. The rlfect of water vapour 
absorption in channel 2 ‘. 1s calcuhtted using the split window technique to estimate 
total precipitable water vapour (Dalu 1986). We will show in this paper that this 
combined technique reduces the uncertainty due to the presence of aerosol and due 

to variations in the rough ocean reelection introduced by a varying wind speed. The 
combined analysis of visible and near-infrared channels for the calibration of a 
satellite sensor was Hurst applied by Vermote ef trl. (1997) for the calibration of the 
Systeme Pour I’Observation de la Terre (SPOT) Haute Resolution Visible (HRV) 
radiometer. They found that the calibration derived using the ocean method agreed 

with the otficial CNES in-flight calibration within 2 per cent. 
The calibration technique is explained in the next section. The accuracy of the 

present method is examined. The method is applied to NOAA-7. -9 and -11 AVHRR 
data from 1981 to 1992. The results of calibration are compared to previously 

published values for the NOAA-9 and -11 AVHRR. 

2. The calibration methods 
2. I. Dt$nitions 

Calibration coefficients convert satellite measured signal to radiance units 
(Wm-‘sr-ljtrn-‘). It is convenient to discuss it with radiances expressed in 

reflectance units. L*: 

pYLd2 
EO (1) 

where L is the radiance [Wm-2str-’ Llrn-‘I, d is the Sun-Earth distance in 

astronomical units and E, is the exo-atmospheric solar irradiance [Wm-‘pm-‘] 
integrated over the channel response. In this case. calibration is expressed as the 
relation between the signal and the reflection (see Kaufman and Holben 1993 for 
details). The reflectance. p. is computed from the normalized radiance, f.*. by: 

p= L*:‘pS 

where pc is the cosine of the solar zenith angle. 

(2) 

2.2. Intercdihrution between chunnels I untl 2 

Because the cloud drop size is typically an order of magnitude larger than the 
wavelength of the AVHRR channels 1 and 2, the reflective properties of cloud drops 
in the 0.6-1,0/tm window are spectrally neutral. Differences between the apparent 
cloud retlectance in AVHRR channels I and 2 can be due to differences in water 

vapour and ozone absorption, aerosol and molecular scattering and underlying 
surface reflectance. To minimize these differences the intercalibration technique is 
based on high, retlective clouds over the ocean. For these clouds the spectral effect of 

aerosol scattering and water vapour absorption is very small. 

2.2. I. Description 

Clouds observed close to nadir (+ lo”) are considered a lambertian reflector. We 
use clouds that are thick enough so that the radiative effect of the atmosphere and 



surt’acc below the cloud can he ncglcctcd. Thcrcforc. the signal at the top of the 
atmosphcrc. p(z). ~‘311 he writtrn 2s ;I I‘unction 0C thr CIOLIJ top altituclc :: 

where T,(Z) is the gaseous transmission above the cloud. L),,(Z) is the intrinsic 

reflectance of the atmosphere above the cloud. T,,(Z) is the transmission due to 

scattering of the atmosphere above the cloud. and S(Z) is the albedo of the 

atmosphere above the cloud. 
If the cloud is high enough (above I2 km), then the aerosol and water vapour 

have a negligible influence on the signal because they are located mainly in the lower 

layers of the atmosphere. The only contributions to the observed signal are from the 

cloud reflectance. molecular scattering, and absorption by oxygen and ozone. 

Therefore, the apparent reflectance observed by the satellite above the cloud can be 
written for both channels I and 2 of the AVHRR as: 

T,,, represents the gaseous transmission due to ozone layer (above 20 km). T,,, 
represents the gaseous transmission due to oxygen. It affects the cloud reflectance 
and the molecular absorption differently because most oxygen absorption is above 

the cloud but is mixed with the molecular scattering. tn order to simplify the rest of 
the paper we will ignore this effect in the following equations even though 
computations are performed considering this coupling. p,(z) is the Rayleigh reflec- 
tance due to molecules located above :. T,(:) is the moledular scattering transmis- 
sion. pC is the cloud reflectance. S,(Z) is the molecules layer albedo. 

The actual reflectance computed from the AVHRR measured radiance is lower 
due to gain degradation (ri). It is given by (4) and the simplification for Tg,,: 

where y: are apparent reflectances obtained from the measured AVHRR signals 
using the pre-flight calibration for channels I and 2 (Price 1987. 1988) and ri are the 
respective degradation coefficients (e.g., Kaufman and Holben 1993. Rao rr ul. 1993) 
for channel i (i= 1.2). 

In order to relate the AVHRR measurements directly to the cloud reflectance, the 

measurements have to be corrected for the atmospheric scattering and absorption. 
Assuming that the Rayleigh scattering is small relative to the cloud reflectance and 
therefore neglecting the effect of calibration degradation on p,. the corrected 
AVHRR measurements p’ in the two channels are: 

pi= ~..- ~-r:(-‘) .~ riYc _---- .--. 
z 1 -s;(Z)& 

Thzn correcting also for the atmospheric albedo, S’(Z), it is found that: 

(6) 

I, d 

pg = I +s:(:)j,J: 
---=riPc 



~JY is directly related to the cloud reflectance pc through the degradation in the 
calibration oft-,. Assuming that the reHectance of the cloud itself is not dependent on 

the wavelength in the range from 0.60 to l.O~~rn, we get: 

p;/p3=r,/r2=r,, (8) 

1 1 -J Error hut/get _.-.-. 
Lcmdx~rritm clout/s. Cloud observations were conducted for view zenith angles 
between 0 and lo’ in order to minimize gaseous absorption and scattering. 
Furthermore, because the ratio of cloud reflectances in two spectral channels is 
utilized in this method. any remaining errors due to non-lambertianity are expected 

to cancel out. 

Aerosol anti wafer vapour. Pixels of clouds were chosen over the Pacific Ocean 
based on the apparent cloud top temperature in channel 4 (IO.8 Ltm) being in the 
range from 220 to 22.5 K at tropical latitudes where most of these high convective 
clouds can be found. This corresponds to an altitude range from 12 to 13 km. which 
is well above most water vapour or aerosol layers. Figure I shows the dependence on 
temperature in channel 4 of the apparent reflectance of clouds for both channels. 
Both channel 1 and 2. signals increase with reduction of cloud top temperature. due 
to the presence of thicker and more developed clouds and due to the decreasing 

amount of water vapour absorption. Figure 2 shows the reflectance ratio, pl.:‘pZ, 

versus temperature. The reduction in the ratio with decreasing temperature is due to 
the lower water vapour concentration and absorption. The clouds selected to 

determine the calibration ratio r,2 are located at the lower end of the temperature 

range. where the water vapour effect is minimal and therefore the reflection ratio 
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Figure I. Cloud rrtlectancss observed in channel I, p, (0~61pm). and 2. pJ (0+3~trn) of 
AVHRR ;IS I t’unction 01 the cloud top temperuture based on channel 4. 
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Figure 2. The ratio of observed cloud reflectances p,/p2 as function of the temperature in 
channel 4. 

reaches a plateau. We found out that the residual amount of water vapour, for a 
tropical profile, at this range of altitudes is of the order of 0.002 gcmw2, which 
corresponds to transmission of 0.999. Thus, the uncertainty due to neglect of water 
vapour absorption inside and above clouds is negligible in this altitude range. 

Rayleigh correction. For clouds of apparent reflectance greater than 0.5 and 
altitude higher than 12 km. and for a view zenith angle less than lo”, the terms pr, T, 

and S, only influence 1 per cent of the total signal. Therefore, ignoring the effect of 
degradation of calibration on these terms will lead to a maximal error of 0.3 per 

cent, for a degradation of calibration of 30 per cent. 

Ozone and oxygen correction. The oxygen absorption is weak in both channels and 
depends mainly on altitude. The uncertainty in the altitude is of the order of 1 km, 
therefore the uncertainty in total oxygen amount is less than 5 per cent. The 
variation of the transmission in both channels due to the variation of oxygen 
amount is negligible. 

The stratospheric ozone amount is taken to be constant and equal to 240 
Dobson units. This value is based on a climatology derived from Stratospheric 
Aerosol and Gas Experiment (SAGE) observations (Fishman et (11. 1990) and on the 
selection of only high clouds at tropical latitudes ( - 25 to + 25”) and over the Pacific 
Ocean (Longitude between - 135 and 175’). The relative variation of the ozone 
amount should be of the order of 20 Dobson units. That translates for an airmass of 
2 to an uncertainty of I per cent in the radiance for channel 1 and similar 
uncertainty in r, :. 

Total error. If we sum the squares of all the error sources investigated (table 1) and 
then take the square root. the overall uncertainty of the method is about 2 per cent. 



Therefore the absolute intercalibration of channel I relative to channel 2 is defined 
with an uncertainty of + 2 per cent. There could be other sources of error that have 

not been considered such as stratospheric aerosol elTects. but we can avoid 

significant concentrations by using locations and times with small stratospheric 
loading based on aerosol monitoring data sets such as the SAGE data (McCormick 
and Veiga 1992) or the NOAA weekly composite (Stowe et ul. 1992). The analysis ot 

long-term continuous datasets. as we will demonstrate in the next section, will be 
used to verify the error budget. since the error sources vary on a much higher 

frequency than sensor deterioration. 

The simulations are performed with a radiative transfer code based on the 

Successive Order of Scattering (SOS) method to simulate the scattering effect of 
molecules and aerosols taking into account as ground boundary condition both a 
lambertian contribution for a clear water case and a wind disturbed sea surface 

according to the Cox and Munk model (1965). The SOS model accounts for a 
mixing of Rayleigh and aerosol scattering by dividing the atmosphere into 27 layers. 
The model has been validated and published by DeuzC: et al. (1989). Theoretical 
calculations of the radiance in both AVHRR channels are done assuming a clear 
water chlorophyll content for oceanic conditions of 0.3 mgme3 (Morel 1988). for a 
wind speed of IOms-‘. for several water vapour values, and an aerosol model 

representative of maritime-aerosol particle distribution with a scale height of 2 km 
with optical thickness of 0.10 at 0.55 pm. 

The absorption effect of ozone and oxygen was computed using an explicit 
formulation fitted from 5s model runs (Tanrit et al. 1990) and multiplying the SOS 
reflectance by the transmission computed. 

The water vapour absorption effect was taken into account in the successive 
order of scattering code in a way similar to the approach adopted by Fraser et (11. 

(1992) assuming a scale height of 3 km for water vapour. The computations of the 
signal were performed at one effective wavelength for channel 1 and two wave- 
lengths for channel 2 to account better for coupling between water vapour 
absorption and scattering. Because of the relative high absorption present in channel 

2, this channel was divided into two parts (0.7000-0.890pm small absorption. 
0.890-l.lOO~~rn high absorption) to account accurately for the aerosol-water vupour 

Table 1. Error budget for the intercalibration of channel L versus channel 2 of AVHRR 
using oceanic clouds. 

Error source Uncertainty 

Non-lambrrtianity elrect in 0, 
Tropospheric aerosol above 12 km 
Water vupour above 12 km 
Molecules el%xt correction 
Oxygen llmount 
Ozone ilmount 
Whiteness of cloud 

rotal (r.m.s.) 

Unknown 
0% 

0.007 cm 
30% 
5 ” I, 

20 Dobson umts 
I “.O 

0 ‘% 
O?/o 

< 0.0 I “‘0 
0.3?/0 

< 0.0 I “%J 
L “/I, 
I ‘%, 

I .5’!1, 
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Figure 3. Definition of the two bands used to compute the signal in AVHRR channel 2. For 
the atmospheric model selected, band I (0.6-0.89pm) represents 75 per cent of the 
signal, band 2 (0.89-1.12pm) represents 25 per cent of the signal. 

0.6 

coupling (see figure 3). Table 2 summarized, for each of the bands. the parameters 
used in the SOS runs as well as the formula for gaseous transmission. 

2.3.1. Description 

For a cloudless air mass over the ocean with a small amount of haze and far 
from sun glint, the major contribution to the upward radiance in the visible part of 

Table 2. Parameters used in the computation of the signal over the ocean. For the 
computation of water vapour transmission (last line), IM represents the air mass and 
u n?o the water vapour integrated content (gem-‘). 

Channel 2 = 0.75 band 1+0.25 band 2 

Channel I Band I Band 2 

Central wavelength 

Rayleigh optical depth 

Aerosol optical depth 

Aerosol model 

0.63 pm 

0.058 

0.0998 

0.79 pm 

0.01118 

0.0970 

Haze M 

0.94 pm 

0.02334 

0.0930 

refraction index n = I .33 + O.Oi 

Lambertian retiectance 
(water + foam) 0.0045 0.0020 04020 

Directional reflectance Cox and Munk’s I 1965) model, wind speed = IO m s - ’ 

T,(H?O)=e~p-(lr(hl.U~,~~,)~)~ u=o-0105 cl = 0.0254 u=o~2041 

h = 0+705 h =O-3886 h = 0.5382 



the spectrum is from molecular scattering (70-N) per cent -Kaufman and Holben 

1993). which can be accurately computed using a radiative transfer model. The 
remaining contribution (20-30 per cent) is mainly due to aerosol scattering. Using 

information from channels I and 2 simultaneously (once the two channels are 
intercalibrated). we shall show that the absolute calibration of channel I and aerosol 
loading can be simultaneously derived from the AVHRR measurements. An aerosol 
model has to be assumed, in this case a maritime model. This is similar to the 
approach used to calibrate the SPOTIHRV sensor (Vermote er al. 1992). 

The degradation calibration coefficient r, is defined by 

(9) 

where p: is the reflectance deduced from the sensor measurements using the 

pre-flight calibration and p; is the true reflectance. 
The unknown aerosol concentration and wind speed are dealt with using a 

baseline model (aerosol optical thickness of 0.10, wind speed of lOms-‘) for the 

reflectance in channels 1 and 2. p’r and pi, and a perturbation to it, 6p, and bp,. The 
‘true’ reflectance p; is described by a base model (p(r) and a perturbation 6p, that 
accounts for the difference in the atmospheric conditions from the base model: 

f-fl =A +Gl (10) 

The reflectance derived from the satellite data using pre-flight calibration is 

(equations (9) and (IO)) 

PT=rdG +rlhL (11) 

A similar relationship holds for the observed reflectance in channel 2: 

p? = r2p; + r2bp2 (12) 

For a maritime aerosol model, the relationship between bp, and dp, is defined by the 
spectral dependence of this perturbation f,,T 

dp, = I,,Spz 

where 1,2 is derived from simulations of the signal for 

aerosol optical thickness of 0.15 and 0.05, respectively. 
as: 

(13a) 

both channels 1 and 2 with 

In extenso, I,, is computed 

(13 b) 

Note that I,? is almost independent of the unknown parameters, e.g., wind speed 
and optical thickness. 

(I I )-( 13) can be solved for py: 

pT=r,p’, +rl~,2(pT-r2pi)lr2 

Solving for r, and using r,2 =r,,/r,, it is found that: 

(14) 
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Figure 4. The radiances observed in channels 1 and 2 of AVHRR over ocean as a function 
of the view angle ~9,. negative values of the view angle refer to backscattering direction. 
Note the higher glint reflectance for 0,=0,. 

where rll is the intercalibration coefficient computed with the method previously 
outlined. 

In practice, the calculation of r, is based on a number of measurements. The 
data sets are extracted from data taken over the Pacific Ocean where for a period of 
9 days, a rigorous cloud screening is performed (Stowe et al. 1991) and a composite 
of the non-cloudy pixels and no-cloud-shadowed pixels is produced using the 
minimum value in channel 1. The result of this ‘geometrical composite’ is then 
screened manually to select a zone of 25 scan lines where the cloud amount is low 
and the Rayleigh contribution significant. To maximize Rayleigh scattering. data 
were chosen as close as possible to the principal plane, where in the backscattering 
direction the Rayleigh phase function reaches a maximum. An average of the 

radiances is then taken for each view direction for both channels. After subtracting 
the deep-space count (Holben et al. 1990) the values were converted to reflectance 
units using the pre-flight calibration coefficients. For each pixel of the anti-specular 
portion of the scan (angle of view 40-70”. see figure 4) the numerator of (13) is 
plotted versus the denominator of (13) (figure 5). The water vapour amount is 
determined from the split window technique as detailed in Vermote rr al. (1993) 

based on Dalu (1986). The slope of the linear regression in tigure 5 of the measured 
reflectance versus the predicted reflectance is the degradation coefficient r, The 
intercept and the correlation coefficient are an indicator of the accuracy of the 
calibration. For ‘good’ cases, we anticipate an intercept of zero or less than 0,001. 

2.3.2. Error budget 
In the error analysis, we assume that the sensor has a linear response and that the 

spectral response of the instrument in each channel does not vary with time. The 



uncertainties in the calibration include: uncertainties in the radiative computation, 
as well as errors in input parameters for ozone amount. water vapour amount, ocean 

colour and pressure. and tinally errors in the estimation of 1,? because of 
uncertainties in the assumed aerosol type and variability in the wind speed. 

Interdihrution c*o<#icient (r , 1 ). The error in rlL estimated at I .5 per cent causes a 
similar error in r, (see (15)). 

Ruthrive IrunsJir computation. If the solar zenith angle is smaller than 75’. the 
accuracy of the radiative transfer calculation based on plane parallel approximation 

is better than lo-’ in reflectance units (Vermote and Tam-& 1992). For a normalized 
radiance level of 0.02 and a solar zenith angle of 75”. the uncertainty is of the order 

of I per cent (see (15)). 

Gaseous absorbers. The ozone amount used in the computation, which primarily 

affects the signal in channel 1, is extracted from the Total Ozone Mapping 
Spectrometer (TOMS) gridded data (Fishman ec al. 1990). The assumed absolute 
accuracy of the ozone amount should be of the order of 20 Dobson units. For an 
airmass of four, that translates to an uncertainty of 0.6 per cent in the radiance for 

channel 1, and an uncertainty of 1 per cent in the calibration coefficient (see (15)). 
The expected error in total precipitable water vapour is 0.5 g cm’. An uncertainty 

in the water vapour amount will translate to an uncertainty in the aerosol correction. 
The 5s code (Tanrt et al. 1990) was used to determine the uncertainty on 
transmission which was found to be -2 per cent. For a typical clear day with an 
aerosol optical thickness of 0.1, that translates to a residual reflectance of 2 x 10e4 
and an uncertainty of 0.1 per cent in rl for a typical value of the numerator of (15). 
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Figure 5. Linear regression between the numerator of (15) (y) cind the denominator of (15) 
(x), that leads to estimate of degradation (r,) the slope of the linear regression for 
NOAA- 1 I on the composite from 2- 10 February LYY 1. 
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Figure 6. Effect of wind speed on the determination of r, (Ar, = CO.006~. 

Oceun cohur. The area chosen is over the Pacific Ocean t:ar away from the coast to 
avoid turbidity in the water. According to Coastal Zone Color Scanner (CZCS) 
observations the chlorophyll content is lower than 0.3mgmm3 and known with an 
accuracy better than 0.1 mg m-‘. This leads to an uncertainty of 1 x lo-’ in 
reflectance units for channel I. which translates to an uncertainty of 0.1 per cent in 
the calibration coefficient. 

Pressure. The area chosen is relatively cloud-free as a result of a high pressure 
weather system. The pressure used in the computation (1013mb) is assumed to be 
known with an accuracy better than 20mb so that the Rayleigh optical thickness is 
determined better than 2 per cent in both channels. That leads to an uncertainty of 2 
per cent in the calibration coefficient. Once the pressure is known. the Rayleigh 
optical depth can be computed with an absolute accuracy better than 1 per cent 
(Teillet 1990). 

Windspeed. A simulation was performed to assess the uncertainty induced by wind 
speed. The wind speed was taken to be 10m s1 and a simulation of the measured 
radiance was done at 5 m s- ’ and 15 m s- ’ with all the other parameters fixed. The 
wind speed affects the signal at the top of the atmosphere in two ways: over the sun 
glint by changing the distribution of slopes of the waves (Co\ and Munk 1965) and 
by changing the area covered by foam (Koepke 1981). the latter being the most 
important effect because the calibration is done in the backscattering direction where 
the direct sun glint intluence is low. 

Figure 6 gives the values observed in channels I and 2 for the nominal wind 
speed as well as at 5 ms- ’ and 15 m s’. It also gives the values of the calibration 
coetTicient (equal to I for the nominal wind speed). It can be deduced that the effect 
of wind speed introduces II r&tive uncertainty of about 3 per cent. 



Tahlc 3. Error budget li)r the ahsolutc c;llihr:ilion of ch;mncl I using Raylclgh \c;rttering. 

Error source Uncort;linty ,Sr,:rl 

or, 2: r, 2 

R;diative (ran&r code 
Ozone amount 
Chlorophyll content 
Pressure 
Wind sptd 
herosol 

Total (r.m.s.1 

I .‘“/I, 

IO ’ (retlectance) 
10 Dobson umts 

*().I mgm -’ 
+2Omb 

S-15 ms-’ 

.~rrosof ryppr. A simulation was performed for two aerosol types other than the 

maritime model, used here. For continental aerosol at an optical thickness of 0.1 and 
0.25 and for stratospheric aerosol (King rt (11. 1984) at optical thicknesses of O-1. 0.2 
and 0.3. In each case, the error is significant. ranging from 5 per cent (continental) to 
1.5 per cent (stratospheric). We expect that over the Pacific Ocean the presence of 
continental aerosol will be rare and should be eliminated by the compositing 
process. Continental aerosol could cause large errors and therefore spikes in the 
calibration. There are no indications of such spikes in the time series (figure 8). 
which confirms that there is no contamination by continental aerosol. In cases of 
significant concentration of stratospheric aerosol, such as after volcanic eruptions of 

.Mount Pinatubo or El Chichon. the method presented is not expected to work, at 
least not in its current state. Because the model used. Haze M. may be different than 
the actual aerosol background over the Pacific Ocean we adopt a 3 per cent 
uncertainty based on the fact that we obtained a 5 per cent error using a continental 
model. 

TGfrrl error. The theoretical error budget (table 3) shows that under moderate 
.ierosol loading an overall error of 5 per cent is expected. We expect to filter any 
dubious results (e.g., due to high aerosol concentration) by the inspection of 
coefficient of correlation and intercept of the regression. The dispersion of the result 
over a month (four results) should also confirm our estimate of the error. 

3. Results 

Figure 7 shows the estimate of the intercalibration coefficient, r,2 using the cloud 
technique for NOAA-7, -9 and -11. The dispersion of the results is very low (less 
!han Z per cent), which confirms that the random errors in the calibration. due to 
,.xriation in water vapour and aerosol properties. are as small as predicted in the 
2rror analysis. 

Figure 8 shows the estimate of the degradation in channel 1 based on the ocean 
technique. The results show high stability (4-5 per cent) of the derived coefficient 
which is inside the estimated error budget. For NOAA-l I, the eruption of Mount 
Pinatubo has produced, as expected, a large variability. We can filter out these 
results by inspection of the intercept of the regression ;ind by choice of an alternate 
/.(lne not contaminated by stratospheric aerosol. 

Figure 9 (11) shows a comparison for r, 2 between ER-2 calibration method using 
‘\th~tc Sands views (Smith et ul. 1988) and the present results using clouds for 



NOAA-9. Figure 9 (h) shows the same comparison for NOAA- I I (Abel rf ~1. 199.1). 
Both methods show a similar trend in time. The calibration ratio in the present 
results is 5-9 per cent higher than those of Abel er uI. for NOAA-9 and 12-15 1x1 
cent for NOAA-l 1. Also shown is a compilation of other methods by Che 2nd Price 
(1992). In order to get an independent check on those results, we applied the glint 
inter-calibration method (Kaufman and Holben 1993). We used channel 3 in order 
to get an independent assessment of the wind speed. the split window technique to 
derive the water vapour amount, and a constant aerosol thickness of 0.1 with ;1 
maritime aerosol type. The error budget of this method is presented in table 5 and 
the detailed conditions for the five comparison points in table 4. The error budget 
shows that the method is less accurate than the cloud method (?4 per cent) but 
should be of sufficient accuracy to outline if there is an unforeseen problem with the 
cloud method, especially in the case of NOAA-l 1. The results obtained compare 
very well to the cloud results within the error bars of both methods. One of the 
conclusions is that the ratio reported by Abel et al. and others for NOAA-1 1 is 
below the ratio derived here by the two independent methods. According to our 
analysis, the increase in r12 between the end of use of NOAA-9 (ri z = 1.03) and the 
first months of use of NOAA-l 1 (r12 = 1.21) is 1.17= 1.21/1.03. This rate of increase 
m ri2 is very close to the value computed from the Kaufman and Holben (1993) 
study: 1.16= 1.16/1.0 but far from the one derived from the Abel (1993) and Smith 
(1988) results: 1.09= 1.04/O-95. Therefore, we suspect a problem with the Abel and 
Smith calibration coefficients, probably due to water vapour absorption effect in 

channel 2. 
For the ocean method, figures 10 (a)-(b) show comparison both for NOAA-9 and 

NOAA-11 between ER-2 calibration and the present results. In both cases, the 

+ NOAA 7 x NOAA 9 o NOAA 11 

81 82 83 M 85 86 87 88 89 90 91 97. 93 

Year 

Ratio between the deterioration of channels 1 and 2, r, z as observed over high 
reflective clouds for NOAA-7, -9, -1 I. 
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01 82 83 84 85 86 87 88 89 90 91 92 93 

Year 

Fiqre 8. Deterioration of channel 1 of AVHRR as observed using ocean target and the 
method described in $2.3 for NOAA-7. -9. -11 (e.g.. a value of r, =0.8 means that the 
sensor is 20 per cent less sensitive than pre-Bight). 

sensor degradation observed over the ocean is larger than the value determined by 
the ER-2 or by Che and Price. The estimate for the errors in the present method and 

in the calibration of Abel et al. (1993) or Smith et al. (1988) cannot explain, in our 
opinion, the differences observed in figures 10(a)-(b). Therefore the differences 
should be related to the different sensor responses to ocean views. from that of 
White Sands as in the case of the ER-2 flights. An independent calibration over the 
oceans was done by Mitchell et ul. (1992) for NOAA-l 1, using measurements of 
aerosol optical thicknesses at Cape Grim. They determined the degradation of both 
channels of NOAA-11 on 3 April 1990 (see figure 10(b)). The r.m.s. sum of the 
different errors lead to uncertainties of &O-O4 in rl and f0.06 in r2 (Mitchell et al. 
1992). They anticipated a small error in the calibration by using measured aerosol 
optical thicknesses and checking the modelled scattering phase function by using 
two consecutive satellite overpasses. It is interesting to compare their calibration 
results to the present one and to those of ER-,. 7 Results of the calibration of Mitchell 

CC trf. (1992) is within 5 per cent of the present calibration and 10 per cent lower than 
the ER-2 calibration. 

In order to understand the reasons for the differences between the two calib- 
ration techniques using radiances over the ocean (the present calibration and that of 
Mitchell et (11. (1992)) and the calibration with the ER-2 over the White Sands we 
test the application of the calibrations to the retrieval of optical thickness from the 
NOAA-9 AVHRR data over Tasmania. Australia. During January and February 
1988, simultaneous ground based measurements of the optical thickness were 
performed in the Cape Grim observatory (CSIRO 1990) as part of the Baseline 
.Atmospheric program, and supplied to us for individual days by B. Forgan 
(personal communication 1992). These careful ground based measurements are 
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T&k 4. Derivation of the intercalibrxtion hctwccn channel I and channel 2 (r,/rl ). b;lsed 
on sun glint ohscrvalion. 

51’51 I YXX 6, I I/IYX6 lh/8/lYXS SiSjI989 lO/Y.:‘lY90 

Latitude [ ‘1 

0s 
0, 
(Pb, 
CPU 
p; (model) 
& (model) 
p’, (measured) 
pi (measured) 
Water vapour 

&cm-‘) 
Ozone 

(cm atm - ‘) 
Wind speed 

-1 (ms 1 
PT!PY 

P’z i’P’L 

PdP2 

7.x - 564 30 
45.3 426 28.X 
43.3 46.6 29.5 

373.3 ‘54 246 
77.8 81.6 77.x 
0.181 0.286 0.195, 
0.161 0.253 0.168 
0. I395 0.262 0. I 74 

0.12314 0.213 0.137 

2 3.6 5 

0.27 

7 

0.8895 0.8846 0.8442 0.7935 0.7385 
0.8827 0.8130 0.7874 0.6495 0.6226 
1.008 I.088 I.072 1.222 1.186 

0.26 

7 

0.307 

5 

IO.5 - 1-s 
22.7 34.9 
2 I .o 17.6 

‘86 I 290.4 
80.3 81.3 
0.092 0.065 
0.073 0,048 
0.08 I3 0.05686 
0.0528 0.0354 
4 3.5 

0.28 

10 

0.28 

15 

compared to the retrieved optical thicknesses from the satellite data. The results, 
summarized in Table 6, indicated several problems in the comparison: 

(a) Test of the ER-2 calibration-Aerosol optical thicknesses derived using the 
ER-2 calibration and a look-up table approach underestimates the optical 
thickness in channel 1, resulting even in several negative optical thicknesses. 
This means that the AVHRR measured radiances derived using the ER-2 
calibration over the ocean in channel I are significantly lower than expected. 

(b) Test of the present calibrcrtion-Application of the calibration derived in the 
present study to the same AVHRR data shows that the derived aerosol 
optical thicknesses are significantly larger than the optical thickness mea- 
sured from the ground in both channels. 

Several hypothetical reasons or combinations of them can cause the differences 
between the calibration coefficients derived by the ocean and White Sands methods 
and between the optical thickness derived by using these calibration coefficients and 

Table 5. Error budget for the glint intercalibration method. 

Error source Uncertainty (Sr,2,‘r,2 

Ozone amount 20 Dobson units I % 
Water vapour _+0,5gcm-” 2 % 
Wind speed &-2ms-’ I % 
Optical depth aerosol k0.I 2 % 
Aerosol type Maritime-continental I % 

Total (r.m.s.) 3.3% 
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Figure 10. Comparison of the r, derived using ocean Ltnd other methods. (u) NOAA-Y; 
(b) NOAA-l I. 



T;tble 6. ,h\naiysis 01‘ the optical depth v;tl~cs rccordcd ovt’r the co;tst 01’ T:lsmani:i during 
1%3X with those dcrtvcd rrom NOAA-Y using several calibration hypotheses: ( 1) ER-~ 
calibration: (2) Present studies; (3) ER-2 calikltion with ;L shirt 01‘ I7 nm tow;ird the 
rsd ot‘ channel I cfcctive wavelength. 

Julian 
Duy 

I9 0.04 
‘8 0.02 
31 0.10 
-IO 0.07 
16 0.055 
-17 0.02 
48 0.03 
55 0.03 
57 O-06 
58 0.04 
65 0.03 
66 0.035 
76 O-05 
77 0.05 
Mean 0.042 

r ‘chill) rChl(l, ‘chll2, 

0% pm r, =0.78 r, =I~.83 r, =0+2 
rchL,2, rchl13) 

r, =0.62 rI =0.78 

0.04 0.0 0.05 0.09 0.10 0.05 
0.03 -0.01 0.03 O-07 0.07 0.04 
0.09 0.06 0.12 0.15 0.18 0.10 
0.07 -0.02 0.03 0.05 0.07 0.02 
0.055 0.02 0.06 0.10 0.1 I 0.06 
0.02 -0.03 0.02 0.05 0.06 0.02 
0.03 - 0.05 0.03 0.04 0.07 0.01 
0.03 -0.03 0.02 0.05 0.06 0.02 
0.06 0.05 0.11 0.16 0.17 0.11 
0.04 0.03 0.11 0.13 0.16 0.08 
0.03 0.01 0.06 0.11 0.11 0.06 
0.04 -0.03 0.04 0.06 0.09 0.02 
0.05 0.02 0.08 0.11 0.14 0.08 
0.05 0.03 0.06 0.11 0.10 0.07 
0.045 OGOOS 0.059 O-09 0.11 0.053 

the ground truth. We ruled out the possibility of a nonlinear gain of the AVHRR, 
since the regression lines to the present calibration data are linear, the analysis of 
AVHRR data over targets with different reflectances by Brest and Rossow (1992) 
showed linearity and the intrinsic structure of the sensor with silicon detector makes 
nonlinearity virtually impossible. Polarization sensitivity could not explain the 
difference. In the case of the present study, the data used are close to the 
backscattering direction, in this case the Rayleigh scattering does not polarize 
enough to explain the higher degradation observed even with a 100 per cent 

polarization sensitivity. Such sensitivity would produce over sea some characteristic 
geometrical features that are not observed. A change in the filter response by 
outgazing would produce a shift to shorter wavelength (Dinguirard 1993, personal 
communication). Mekler and Kaufman (1995), simulated in laboratory the 
outgazing/aging effect for the AVHRR filters and did not find any significant change 
in the response. 

The only single phenomenon that can explain, simultaneously, all the discrepan- 
cies described here is a possible shift in the effective wavelength of channel 1 to a 
longer wavelength by 17nm. This shift would reduce the Rayleigh optical thickness 
from 0.058 to 0.052. This smaller Rayleigh optical thickness will affect the present 
calibration using oceans and affect retrieval of aerosol optical thicknesses over 
Tasmania using any of these calibrations. A similar shift in channel 2 could not be 
detected due to the small Rayleigh optical thickness in this channel. More specili- 
tally the following changes are anticipated from the smaller Rayleigh optical 
thickness: 

(u) A larger aerosol optical thickness in channel 1 derived from the AVHRR 
data using the White Sands calibration of Abel et ul. (1993). Table 6 shows a 
good tit between the newly retrieved aerosol optical thicknesses and the 
ground truth (last column). 



(h) The reduction in the Rayleigh optical thickness causes ;t dccrcasc in nn~tlcl 

radiances and a stnallcr degradation of the sensor in the prcscnt calihr;ttion 
method. Figures I I ((1) (h) compare the newer calibration using the prcscnt 
method with that of the ER-2 calibration. The agreement is much better 1.~~1. 
both NOAA-9 and -I I and within the stated accuracy. 

(c) The lower Rayleigh optical thickness will also ;ttTect the calibration of 

Mitchell ec (I/. ( I991). They reported aerosol optical depth of@3 f@Ol. and 
Rayleigh contribution of 83 per cent (see table 5 of Mitchell er 111. IYY?). 
Considering a shift of I7 nm. the Rayleigh optical thickness will decrease by 
1 I.3 per cent. causing the calibration coefficient to increase by 9.6 per cent. 
The ‘revised’ calibration coe!licient ofO.83. plotted in figure I I (h) shows also 
a good agreement with ER-2 results and the results from the present stud!. 

(11) The revised calibration in the present method was used to derive the aerosol 

optical thickness over Tasmania and shown in table 6. The new results ;tre 
similar to the ground based measurements in both channels! 

We showed that a hypothetical shift of 17nm occurring immediately after 
launch. both for NOAA-9 and -11 can explain several discrepancies between the 
three calibration methods and between the aerosol optical thickness over Tasmania 
derived using these calibrations and the ground based measurements. 

This shift in the ejjtcriw wavelength does not necessarily mean a shift of the 
whole spectral channel. Lower transmission in the shorter wavelength part of the 
channel can also translate to an effective shift. 

Two effects that occur immediately after launch can cause a change in the 

calibration and a shift in the spectral response: a disalignment of optics or deposit on 
the optics of small particles from the burning fuel (Mekler and Kaufman 1995). Such 
deposits were detected in the NASA LDEF experiment as a brown film of 
hydrocarbons deposited on the optical surfaces exposed to space (Harvey 1991). 
Measurements of the transmission curves of the deposit shows that the deposit 
absorbs strongly in the UV, with transmission increasing from 0 at 0.2itrn to 60 per 
cent at 0.38 itm. No measurements were reported in the visible part of the spectrum. 
If this spectral absorption continues into the visible part of the spectrum. then it can 

cause a shift in the effective wavelength of the AVHRR channel I. 

4. Conclusions 
A new method for absolute calibration for the visible and near-infrared channels 

of the AVHRR was presented. It is based on a combination of observations over 

remote ocean areas and over high reHective clouds located in the tropics over the 
Pacitic Ocean. Clouds are used to find the ratio between the calibration of channels I 

and 2, assuming that the reHectance ofcloud drops is spectrally neutral. and locating 
a temperature range for which the high reflective clouds are not affected by water 
vapour absorption and radiation ticld under the cloud. Calibration over oceans; is 
based on the large contribution of molecular scattering in the atmosphere over the 
oceans. and elimination of the uncertain aerosol contribution using a combination 
of radiances in channel I and 1. In essence, after the cloud intercalibration between 
the two channels. channel 2 is used to subtract the aerosol etTect from the radiance in 
channel 1. While previous applications of a similar technique to SPOT and GOES 
data resulted in a calibration that :tgreed very well with independent information. 
application for the AVHRR on NOAA-7. -9 and -I I resulted in calibration th;tt is 
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Figure I I. Same as figure Y but with the assumption of LL shift of 17nm of the central 
wavelength of channel I toward the red. (~1) NOAA-Y; (h) NOAA- I I. 



much diRerent From the expected values from ER-2 c~~lihralion over White S;inil~. 
The trend of the calibration derived by the present method is very similar to the 

White Sands calibration and calibrations over deserts. The present method rcsultcd 
in ;I very stable calibration, that is derived continuously with time. 

Error analysis. supported by the low noise in the calibration. shows th:it the’ 
method should give the absolute calibration within 5 per cent. The success 01‘ 

application to SPOT and GOES satellite systems. and the prediction of small error\ 
leads us to believe that the ditTerence between the present AVHRR calibration ;~n;l 
that over White Sands is not due to flaws in the calibration methods. 

We compared the application of these two calibration methods to derive the 

aerosol optical thickness over Tasmania, where ground based measurements art’ 
available. Both the present method and the ER-Z-White Sands method /iriM 10 
prdic~t correctly the optical thickness. The only process that we found to explain 
simultaneously the differences in the calibrations and the errors in remote sensing ot 
aerosol optical thickness for NOAA-9 and -11 is a spectral shift of the AVHRR 

channel 1 effective wavelength by 17nm towards longer wavelengths. One possible 
explanation of such a shift is a contamination of the AVHRR exposed external 
mirror to rocket exhaust during launch that may reduce its sensitivity to shorter 
wavelength. Such contamination was found in the LDEF experiment. Recent work 
in preparation for publication (Vermote et al., 1995, in preparation) indicates that 
this shift is due to an out of band transmission (6 per cent at 900nm) for AVHRR j 
channel 1 previously unidentified. 

The method can be applied to other satellite systems. e.g.. the SeaWiFS planned 

to be launched in 1994, to find the absolute calibration as was done for GOES and 
SPOT or to test the spectral response as in the present case. We expect the method to 
work better for SeaWiFS because the availability of short wavelength channels 
(450nm), can reduce the errors in the absolute calibration to 3 per cent. 
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